
LLM-CGM: A Benchmark for Large Language Model-
Enabled Querying of Continuous Glucose Monitoring Data 

for Conversational Diabetes Management

Elizabeth Healey, Isaac Kohane

Presenter: Shovito Barua Soumma

Date: Feb 11, 2025

• Biocomputing 2025: Proceedings of the Pacific Symposium, 2024

• https://github.com/lizhealey/LLM-CGM

https://www.shovitobarua.com/
https://github.com/lizhealey/LLM-CGM


Summary

• Integration of LLM with CGM data for interpretation 

• Bench-mark some q/a tasks (LLM-CGM) for CGM data (4 categories)
• Performance evaluation of different LLMs using those q/a using synthetic and 

real cgm data

• Optimizing technique for handling those bench-mark q/a 

user could ask a question about 

their CGM data, and 

receive a written answer in return, 

thus transforming the way patients 

interact with their data



• Q/A tasks can be subject or objective

• Subjective:
• Is my blood glucose control good?

• Required patient’s medical context (T1 vs T2)

• Focused on objective q/a



Bench Marking Category

• 30 Questions 

• inspired by guidelines from the American Diabetes Association (ADA) 
on glycemic control



Bench Marking Q/A



Framework

• GPT-4 

• LLM-Text (Naïve approach where 
raw CGM data is fed as text to an 
LLM)

• LLM-Code (The LLM generates 
Python code to analyze the CGM 
data in 3 steps)

• LLM-CodeChain (A more advanced approach using LangChain that 
iterates and refines answers)

Retrival augmented generation, where the prompt includes information about diabetes, 

including definitions of terms and instructions on how to analyze the data



Simulated Data

• FDA-accepted T1D patient 
simulator is used

• N=5

• Cgm Record/5min

• Mimic real-world glycemic variability
• Some simulated patients have well-controlled glucose levels.

• Others experience significant fluctuations and spend less than 50% of 
their time in the healthy glucose range.

•Real World Data (N=5, 3 Pre Diabetic, 2 Diabetic)



Results

• Categorized by model type and task category

• simpler tasks, such as metric generation, performance 
was high.

• The more complicated tasks had higher error rates. 
This was seen through
• anomaly detection 
• pattern recognition

• LLM-Code > LLM-CodeChain

• What will be the precision 
of error???
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